Deep Learning for
Electricity Consumption Time
Series Analytics

Presented by
Adrien Petralia

Supervised by
Prof. Themis PALPANAS
and

Philippe CHARPENTIER

Université ¢
l& Paris Cité : : eDF



. Introduction




Context: Electricity Production

l. Introduction

Renewables 2023 > 2035: From Renewable Surge to the Flexibility Challenge

@5 cop28 (2023) > “beginning of the end of fossil fuels”
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™ Renewables share 120 TWh = 270-320 TWh (expected in 2035)

RTE technical reports, 2023.
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Context: The Flexibility Challenge

l. Introduction

Flexibility = real-time ability to match variable supply & demand
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Context: The Flexibility Challenge

l. Introduction

Flexibility = real-time ability to match variable supply & demand

Production
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Context: The Flexibility Challenge

l. Introduction

Different Possible Levers

%% Forecasting (solar/wind energy) . Storage (hydro, batteries)

T ————— T

Thesis focus

4. Consumer involvement

xxxxx

Some pictures are obtained from the Internet.




Context: Consumers Engagement for Efficient Energy Management

l. Introduction

How can suppliers convince consumers to change their behaviors ?

1. Personalized contracts

*’@ e Lower off-peak pricing, e.g., for charging your Electric Vehicle at

night

2. Dynamic pricing

'3?@

3. Appliance-level feedback (real-time consumption awareness)

=1 % Criticial Peak Pricing: Higher rates during peak events
Peak Time Rebeat: Rewards for reducing use during peak times

Bt 29%
How much does your heater cost you per month?

id

—-®

Help customers
reduce their bill
(up to-12 %) 1.2

Solutions based on customers’
characteristics/information!
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Context: Smart Meter Deployement

I. Introduction
Millions of Smart Meters deployed in individual households
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Context: Smart Meter Deployement

l. Introduction

Millions of Smart Meters deployed in individual households

Bill clients more accurately nuEi Better manage the smart grid
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Context: Smart Meter Deployement

l. Introduction

Millions of Smart Meters deployed in individual households

o

el

Aggregated smart meter signal

¢

w’

:QEDF
Household
i Signal collected by suppliers
(if client consents)
\
$598
i Heater — | . o A .
+ _‘.\((\6
® Water
vJ Heater _____ o >
.,((\3
+ N

Sum of all individual

o Flectric “ appliances’ power
" Vehicle __ o >

consumption
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Context: Smart Meter Deployement

l. Introduction

These data are stored in large electricity consumption databases

o onnoo (L0

Electricity consumption database
(Millions of clients)

Recorded smart meter consumption

——————
——___— -----~
- ~
- ~o
- ~

R
Characteristics Used for
Which appliances are Segment Customer Base \/QRO‘
presentin the house? Personalized Contracts
Howdoes the Understand Appliance Uses é
client use them? Dynamic pricing = it
What proportion of Deliver Appliance Feedback P
. Dynamic Pricing A
consumptiondoes each
P and \V

appliance account for? . .
PP Real-time consumption awareness



Context: Smart Meter Deployement

l. Introduction

Intrusive Load Monitoring: sub-metering instrumentation

Expensive 500 to 1500$/house

2N f
= |
$ 7]
________________________________________ | |
| |
|
- o
d
_______________________________________ $
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Background: Electricity Consumption Time Series Analytics

l. Introduction

Non-Intrusive Load Monitoring (NILM): estimates power consumption, operational
patterns, or on/off state of individual appliances using only the total aggregated signal

Aggregated smart meter signal

Early research (1992) ML Area (2010’s) DL Area (2015-now)

Combinatorial Optimization Sparse Coding, HMM RNN, CNN, Transformer

G.W. Hart [1] Andrew Ng [2] Jack Kelly [3! N



Background: Electricity Consumption Time Series Analytics

l. Introduction

Recorded Electricity Consumption Signhals are Time Series Data

A -

Sequence of ordered consumption index over time

Time Series Analytics o
Labelled training series r_l
ﬂ - Mon 1 ]
E ‘ umasi’?izs,;f?erjes /\ ? . CIUSte rlng °
Forecasting — i

Anomaly Detection 17



l. Introduction

Challenge: Very Low-Frequency Smart Meter Reading

Common smart meters collect data at a very low-frequency

~710to 60min!

Recorded Points R
Average consumption between two '\\
P(W) 4 . indexes ‘\‘\l
\
A
AVg. _______ /'
O
Avg. __i __________
- e T
t—1 t
-

» Time
t+1
_/
'
Smart Meter Reading A,
Time difference between two indexs
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Challenge: Very Low-Frequency Smart Meter Reading

l. Introduction

Effect of Smart Meter Granularity on Electricity Consumption Curve Shape

—— Apparent Power (1s Sampling Rate)

O Dishwasher Washing Machine

__________________________________

Smart Meter Data
(17min Sampling Rate)

____ Smart Meter Data
(15min Sampling Rate)
| ] Time (s)=
@\\ Smart Meter Data
\ R (30min Sampling Rate)
I_= | Tlme(s):

19



Thesis Challenges

l. Introduction

Can we extract relevant informationfrom electricity consumption
time series collected by smart meters at a very low frequency?

. 2. Objectives
ﬁer;« 1

Detect appliances
presentin the house

Localize appliance’s
activation time

Estimate appliance’s
consumption

Deliver
Detailed Appliance Feedback

Segment

Customer Base Appliance Uses

Dynamic Pricing
Real-time Consumption Awareness

|
i
|
i
|
i
|
i
|
: Understand
i
|
i
|
i
|
i

Personalized Contracts Dynamic Pricing 20



Il.Contributions

1. Appliance Detection Presence
in Consumer Households

1. Appliance Detection
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Background: Appliance Recognition

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

A subfield of NILM Example of signatures (1sec sampled data)
JL 2] ﬂ
Washing Machine Dishwasher Kettle Water Heater

Based on appliance signature matching or event detection using high frequency sampled data (> 1Hz) ['-2]

Approaches not applicable using 30min sampled data!

1 | —— Apparent Power (1s Sampling Rate)
. . | : : E : : — Smart Meter Data (30min Sampling Rate)
Dishwasher Washing
Machine
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Background: EDF Comsumption Surveys Data

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

EDF conducts surveys on customer samples

“Is the appliance Xpresentin your

household?” | uw P o
| T T T T R =
- N | A0 o

% — Ll T Cme g

< 000
W Survey AR N ,”M N PR R A =
, dataset °;
Customers fillout a

questionnaire in exchange for a o“eﬁwmwwwktwwmmm Bt o

small reward
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Proposed approach: Appliance Detection as a Time-Series Classification Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

.eo\‘MWWWLMMMMMwM ﬁ

ow

O bt Aol AL s Lihbt e MUt bbb Rr e b G

o

0 it hot i A nds b ane A AL AW P, G Weak labels
&
i

| -
No guarantee about when

(or even if)
the appliance is actually in

[
L]

Dataset <

Survey - o A L L

: $555 use
S NRY.Y VR0 NN POV U3 | W DN NN WP RUD IR Y B H mz 2

AT
o

Mggregated Consumption Series & Labels

Labelled training series

S A
, - |
What if we 3 oproac h this as 3 m MMMWWWMW.LM.ilj,lhwuwmmmmmmmmu

Time Series Classification
Problem?

Time series classifier
Clas fy /\ .

unlabelled se

v
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Proposed approach: Appliance Detection as a Time-Series Classification Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Various time series classifiers exists in the literature

O Nearest-neighbor based classifiers

KNN with Euclidian distance
KNN with Dynamic Time Warping

U Motifs discovery based classifiers
Shapelets Transform Classifier

U Dictionnary-based classifiers
BOSS
BOSS ensemble
cBOSS ensemble

(] Tree-based classifiers TR A

Time Series Forest
RISE
DrCIF : % ;L

1 Random Convolutional based classifiers

MiniRocket — %ﬁ
g [
Arsenal o ‘T

L Deep-learning based classifiers
ConvNet
ResNet
InceptionTime

channels

Which type of classifier delivers the best performance for our task?



Key Takeaway: Appliance Detection as a Time-Series Classification Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Overall results for all classifiers, using 30min sampled data

Average detection score (F1-Score Macro)

0 0.8
Convolutional-based methods and, go7,
specifically, deep-learning v 0] ﬁ % # * # é * é #
approaches perform the beston this fo.mhj““““““““.»
task! s N (2 S e et o
o $epc Q0?7 ¢ oo \i\\d\(oc, PS‘,;e, o 0\;\* Q\a & Q’Q\O

However, using 30min sampled data does not allow for the detection of all appliances

] Detectable, fair i Detectable, but insufficient : Undetectable i
i i Lo _ _ Dishwashe i i i
] s : i @I Electric Vehicle @ | i I
| ik Heater A T Lo Microwave T[iy Kettle ]
! i i Gn AIr Tumble Dryer | ] |
! &Y Water Heater R — . P Oven Washer |
i P % ESQ{ijOnH‘Ber L Tv/IComputer | | o i



Key Takeaway: Appliance Detection as a Time-Series Classification Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Synthesis

{
Detecting appliances can be cast as a Time Series ’ RRTEN TR WO WPRRPRET TR o)
Classification Problem using 30min sampled data

Time series classifier

Deep Learningsolutions are the most efficientand accurate o i = 1
Limitations
Reported accuracy is still relatively low for real-world x

applications...

LM JMMIW,ML\*bw“uwd.’«mv,‘\\)».~"JM‘MMJ)J’AWL‘WMJ\JLLWNWM\'MMw‘u‘»’wjbd‘».‘\%jm”u

W
<&
<

Doesn’t take into account the variable length aspect of the series .
i

P
<
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Lever: Large Amount of Unlabeled Electricity Consumption Data

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Suppliers collect increasingly larger amounts of electricity consumption data

Electricity Consumption Database & 5
(Millions of clients) o @ R
\ X
0,\\ S0 o o
Sy §559 [ o] @s 1)
< m B & O
\,(\x“ LJ\MMMAM}\MMWMM/MMMM ? 2 )
oW
o ot n o bt bbbl Mol ? 2 > Small number of
AL c houses involved in
ﬁ o\\°“‘% [N WY W N ? ? ? ?2 survey studies
ﬁ L MWMWMMMMM ? ? ? ? ? ? )
o
ﬁ o\_\g«g‘"’ MMWMWMWMMM«MM ? ? ? ? 7 ?
> Large number of
: non-labeled data
4o o I POTY W R IO U Y WA DT W W YO TR o PR S T TR T T

S
Recorded smart meter consumption Households’ characteristics 28



Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

How to enhance the accuracy of Appliance Detection Presencein
households using verylow-frequency smart meter data?

Challenges

1. Nature of electricity consumption data
Very low frequency reading used by Smart Meters
Long and variable length consumption series

2. Data size
Few labeled data for training a solution
Large amount of non-labeled data

N
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Problem

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

1.

N

How to enhance the accuracy of Appliance Detection Presencein
households using verylow-frequency smart meter data?

Challenges Solutions

Nature of electricity consumption data v' The Appliance Detection Framework (ADF)
Very low frequency reading used by Smart Meters

Long and variable length consumption series

2. Data size v' TransApp: a deep-learning time series classifier
Few labeled data for training a solution
Large amount of non-labeled data

30



Proposed Approach: ADF

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Electricity consumption database

bl otedat bbbl ol s bk

The Appliance Detection Framework |
oAbt bbb AL

L

Extraction

consumption series of length [

oL b s
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Proposed Approach: ADF

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

The Appliance Detection Framework

1. Slice series into subsequences and concatenate
them with timestamp-encoded information

Electricity consumption database Iiiiil

bl otedat bbbl ol s bk

MWWMMMMMMMMWM ?

L

Extraction

consumption series of length [

, .
< [ ey
& [Hrm T Timestamp information (Cos/Sin basis)
o > * Hours
LN
«  Day of week AN
/
Xy e

X1 Xn

l .
n= [;J new series (subsequences)

32



Proposed Approach: ADF

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

The Appliance Detection Framework

1. Slice series into subsequences and concatenate
them with timestamp-encoded information

2. TransApp predicts probabilities for each
subsequences

Electricity consumption database

L

5 channels

m =

MWI»MLUUM/«MJv)MWLMMMMMWMLJM\«J Wm
oL L b AL L

Extraction

consumption series of length [

bbbt Lol J“

I

\] \/ {J \]\ \/ M\ \J(\/W | W

|
!

V(\P

AR
! |

TN
| L

il
|

AR

U‘\\ Al \U{\\/ﬂ

f

B

X1

l .
n= [;J new series (subsequences)

f
B

Xn

PX = (p(xl)i ""p(xn))

]
I

l

I

1 1

:

TransApp ]
(orany trained time series 1
classifier) :

:

I




Proposed Approach: ADF

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Electricity consumption database

~__ o
) . A .
The Apph ance Detection Framework ‘ TR R TR AT
‘- o L A i ?
Extraction
consumption series of length [
1. Slice series into subsequences and concatenate | ! 1kl
them with timestamp-encoded information e W ooyt Y oo R —=mm—mmme-
* 1 pr(aa)
: (a}, -th quantile of Py)
2. TransApp predicts probabilities for each L MM’WMWJMM,JJ ,{L\LﬁJ WMUMW}(»\%% $
b LA ARAALARAAY
sHbsequences c | A Py = (p(x1), ., (%))
e
(@)
3. Merge predicted probabilities by extracting " f jrf"_\ f
best quantile S TransApp
ﬁ ﬁ (or any trained time series
x2 coe

X7 X, classifier)

l .
n= [;J new series (subsequences) I
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Proposed Approach: ADF

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Electricity consumption database Iiiiil

T h e A p p '.l ance D etec tl on F ramewor k MMLMLUUM/My*MMMMMWMMWMLJMJWM

T I

L

Extraction

consumption series of length [

1. Slice series into subsequences and concatenate | ! 1kl

them with timestamp-encoded information e W o g W e >

| QPX(“Z)
(a, -th quantile of Py)
2. TransApp predicts probabilities for each @ Lttt il ) '
b 2 AR IR AT AR AR AR
subsequences £ I | v \JM\JM. N\ﬂ \/\/”\(‘f\f“\/qxjf"\/”“UU\/” Py = (0(x1), ., p(X3))
e
o
3. Merge predicted probabilities by extracting L|T f f T
best quantile S TransApp
ﬁ ﬁ (or any trained time series
X4 X5 X, classifier)
4. Determine the final label prediction n= H new series (subsequences) I
w
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Proposed Approach: TransApp

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

TransApp: A simple deep-learning architecture

Transformer Block

A
\1J
‘ PFFN ’
Output |
LayerNorm 0
I ‘ ¢ ’ g A Transformer block to learn useful
otHend = representations and capture long-range
[ DMSA dependencies
o Transformer Block L}
8 [ LayerNorm
5 | —
<
e
g Embedding Block Embedding Block
I
( ResUniti = 4 ]
|
Input Do A strong Convolutional Block to
Batchilon extract localized features

GelU

II‘

ResUniti =0

[ ConviDd = 2¢ ]

17
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Proposed Approach: TransApp

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

TransApp: Two-steps training process

i
NAAARAAAAANANA RN
v\’H\/\/\U/v\’H\/\/\U/m’(\/\;\/H\MN\

\

W

i

ARAIRAAAA

ﬂm

~

Large non-labeled
consumption data
~ 200K clients

consumption channel masking

OM
Random —p

binary mask

AR AR AT
UV UY

‘\f
Al \"

_:—'_'_'_'_'_'_'_’_’7
f:fﬁiiiw__

1. Self-supervised pretraining

TransApp Core

3oo1g Suippaquig
300]g Jawlojsuel|

Heads
reconstruction

|
AT o

L“‘,‘Jm\ r\,\‘s“v,}[}‘y\.:-‘ " With LMAE

leaurq

masked consumption
channel reconstruction
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Proposed Approach: TransApp

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

TransApp: Two-steps training process

Large non-labeled
consumption data
~ 200K clients

consumption channel masking

OM bl

A
AT AT AR AR
VUV VLY

Random —p
M / binary mask T
TN \;?\,‘/H [ — Hii_i

NMARAANRAARARAAR
V ”5\/ \f y U ”5\/ \/ y V y \/ \/ y V YUy V

Household label

Small labeled dataset
~ 100 — 1000 instances

-
-
L7

1. Self-supervised pretraining

TransApp Core

3oo1g Suippaquig
300]g Jawlojsuel|

Heads
reconstruction
c. oottt A ;
?D L‘HW\ L‘.A,,A}Ay,,‘ ' Mgkl M, Wlth LMAE
Q o
= masked consumption
channel reconstruction
, 9 classification
>
27
zE 0.89 0.1 th L
=2 q .
£ @ | appliance detection with Lpcg

probabilities

2. Supervised finetuning
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Results: Appliance Detection Performance

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

Detection Accuracy Results

Pretrained on a large

Average results over 7 different detection cases (EDF dataset) unlabeled dataset of 200K households
o 0.74 | /\<:>
o 0.72 | o Q-
& 0.70 | 2 .
o 068 | B
S 066 o © better
Z 064 S )
& 0.62 | T ©
0.60 w 0
o)

oo 00\0 oo

o P S
U SHEN SRR RS

R
&l \ Percentage of data used
_— for pretraining

‘0

~+10% performance gain by using SotA
Time Series Classifiers within the ADF

Best solution: TransAppPT-L, +8.5% increase
compared to the 2" -best solution

Our solution accurately detects different appliances in real-world scenarios

-,-5. Electric Vehicle |iiii| Heater

Heat Pump Water Heater

]
TEY AC
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Results: Scalability

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

ADF makes TransApp scalable to long consumption series

EDF database
4M clients recorded =1years
o 10° -~ Rocket
g Arsenal
(o)} .
%1033 g‘::pt'c:" | To run through the entire EDF’s
PO getal client consumption database
-E 10°: TransApp .
g 1 ....... . a9 GPU out
% 10 ; < e ATPERY Q- off momory
g . | oo
= 2 nside ADF : ADF & TransApp ADF & Arsenal

(2" most accurate solution)

~ 1days << < ~ 42days

More than 40x faster 20



Solution

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

1.

N

How to enhance the accuracy of Appliance Detection Presencein
households using verylow-frequency smart meter data?

Challenges Solutions

Nature of electricity consumption data v The Appliance Detection Framework (ADF)
Very low frequency reading used by Smart Meters

Long and variable length consumption series

2. Data size v' TransApp: a deep-learning time series classifier
Few labeled data for training a solution
Large amount of non-labeled data

41



Solution

Il. Contribution 1/3 : Appliance Detection Presence in Consumer Households

How to enhance the accuracy of Appliance Detection Presence in
households using verylow-frequency smart meter data?

Challenges Solutions
1. Nature of electricity consumption data v" The Appliance Detection Framework (ADF)
Very low frequency reading used by Smart Meters > Improve classifiers detection accuracy
Long and variable length consumption series > Make classifiers less sensitive to the entire

series length

2. Data size v' TransApp: a deep-learning time series classifier
Few labeled data for training a solution » Pretrained on large amount of non-labeled data to
Large amount of non-labeled data improve its accuracy

» Scalable to large database of long series

42
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1. Appliance Detection - Time Series Classification

?)

@V

£

8 O
@ o

Il.Contributions

2. Appliance Pattern Localization

9—@
WANTED
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Background

Il. Contribution 2/3 : Appliance Pattern Localization

Appliance Pattern Localization

Recent State-of-the-Art solutions are based on deep-learning and a Strongly Supervised Paradigm

“Strong” Labeled data

- + Ik

SR
= L 3 8]
Aggregated Consumption Series Ground True Appliance
Status
(one label for each timestep)
Ground true appliance signals are extremely expensive to 500 to 1500$/house
COlleCt VIO SR TRDY U VSR DTN NOW DY R Y T A =
Large amount of « weak » labeled data bbb sttt Miradisohn ) 0 8 & 2

0 E o
(one label per household) ] e ———

1 EEEE) TR ORI T T W RT N TR
Survey Ago
%@g Max 508/house Dataset : ”
N VTV RN PPN U1 ¥ WO DU ST SN OO IR VY PR I e N =




Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem
using minimal supervision?

Challenges

Aggregate electricity consumption series

ol

0 500

Power (W)

\
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Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem

using minimal supervision?

Power (W)

Challenges

Aggregate electricity consumption series

One label per time series
and per appliance

0 500

(Problem 1)
Appliance Detection

4
4 \
Washer: Yes
=3Microwave: No

Dishwasher:  No
Kettle: Yes
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Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem
using minimal supervision?

Challenges

Aggregate electricity consumption series

S
o One label per time series
§ M_n.Jr"Hﬁ\-leJ\_h_u\._l\JLu Vj\—f“ and per appliance
T TNy
0 NN N 500
(Problem 2) (Problem 1)
Per-timestamp Appliance Localization Appliance Detection
* ( + N\
Washer Washer: Yes
Microwave Microwave: No
Dishwasher | ! Dishwasher:  No

Kettle Kettle: Yes
.
0

125 250 375 500

J




Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem
using minimal supervision?

Challenges

Aggregate electricity consumption series

s
o One label per time series
§ M_n.Jr"Hﬁ\rI'le\_h_u\,_kJLu andper appliance
0 6} /ﬁ
(Problem 2) aEEEEEEEE (Problem 1)
Per-timestamp Appliance Localization Appliance Detection
¥ ¥ .

Washer Washer: Yes

Microwave Microwave: No

Dishwasher | ! Dishwasher: No

Kettle Kettle: Yes

\. J
0 125 250 375 500

N

Solving Problem 2 from Problem 1



Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem
using minimal supervision?

Challenge Solution

Aggregate electricity consumption series

v' CamAL (Class Activation Map based Appliance

5
b3 One label per time series . .
E and per appliance Local|zat|0n)
i Py
0 | f 500
(Problem 2) (Problem 1)
Per-timestamp Appliance Localization Appliance Detection
¥
&) Washer: Yes

] Microwave =1 Microwave: No
[@ Dishwasher | Dishwasher: No
i Kettle 71y Kettle: Yes

N
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Background: Weakly Supervised Localization

Il. Contribution 2/3 : Appliance Pattern Localization

Explainable Al - Class Activation Map (CAM)

Conv 1

Trained CNN

Convn

~ GAP -

fl

Wq
k

50



Background: Weakly Supervised Localization

Il. Contribution 2/3 : Appliance Pattern Localization

Explainable Al - Class Activation Map (CAM)

Trained CNN

~ GAP -

fl

Wq
ﬁ

—> A Cat
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Background: Weakly Supervised Localization

Il. Contribution 2/3 : Appliance Pattern Localization

Explainable Al - Class Activation Map (CAM)

Trained CNN

NG
Conv 1 Conv 2 Convn

CAM = Wq *

—> A Cat
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Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ?

Trained CNN 1
s o N
%:




Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ?

S BI T

Trained CNN

%

A Kettle
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Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ?

Trained CNN 1
s o N
o

J
CAM = ) wyf*
Z .

Class Activation Map

A Kettle
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Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ?

Trained CNN 1 A Kettle
—> g 5 —> [T

J
CAM = ) wyf*
Z .

! H

A CAM extraction + thresholding

Class Activation Map
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Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ?

Kettle
[ « ON » \
Trained CNN 1 A Kettle
s o —>
o

1% '~ ¢ CAM=Zkak

I : | k
Predicted ' '

Status rl |_|
Offset Too large False Activation ) )
A CAM extraction + thresholding

Class Activation Map
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Proposed Approach: CAM for Appliance Pattern Localization?

Il. Contribution 2/3 : Appliance Pattern Localization

CNNs (ResNet, Inception) perform well on the Appliance Detection task

Is CAM a « Free Lunch » for Appliance-Pattern Localization ? = Not that simple...

Kettle
[ « ON » \
Trained CNN 1 A Kettle
— ° —> [
o
CAM = Z wy f
1 : : k
Predicted
Status rl |_|
Offset Too large False Activation ) )
A CAM extraction + thresholding

Class Activation Map



Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble
—>
ResNet 1 ResNet 2 e ResNetn
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

ResNet 1 ResNet 2 oo ResNetn

\’ \’ \

P(a); P(a), P(a), Return 0
g J for all timesteps

'

P(@)ens = Pla), e

If P(@) gps > 0.5

n
n
i=1 \L
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

— ResNet1  ResNet 2 e ResNetn
\P(ah P(a), P(a),
' n
P(a);
P(a)ons = (::)l If P(@) s > 0.5
=1 Yes \L

1 CAM(l)
OI /\/L,, JN\ A

eaME )

TCAM®




Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

— ResNet 1 ResNet 2 e ResNetn
\s v \s
P(a); P(a), P(a),
~ Yo n
P(a)ens = P(a)i If P(a)ens > 0.5
n
=1 Yes \L
1 CAM(l)
0:[ /\’L,, /J\m& f@
17 CAM®)
0:[ PYAI. A
| T cam®
; A A
1 (ens) < Average
leam™™ g
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

" ResNet1 ResNet2 vos ResNet n
\P(\i)l P(\cbl)z P(\{;)n
YP(a)ens= y P(rf)" IfP(a)lns>0.5
i =1 Yes
atus | [ 1
T ;I CAM@ - J& B
1=0.5 A ;I CAM(Z) A A
1 | Tcam™
0
;I CAM(genS) A AL < Average
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble
—>
MML“ ResNet 1 ResNet 2 e ResNetn
R U N e

v v Ak

-| -| P(a), P(a), P(a),

8 a ~ ~ n

: A : ~ P(a)ens — P(a)i pr(a)ens > 05

I I n
. I : =1 Yes \L

] []
1 CAM(l)
T OI A J;\& A
17 CAM®

t=0.5 N\ OI " A

i !

1 (n)
OI CAM

A A

! (ens) < Average
Teas™ o g




Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

Continues to depend on a hyperparameter, which needs
to be manually tuned for each scenario

Trained ResNet Ensemble
—>
»\J\,ML ResNet 1 ResNet 2 e ResNetn
R U N e

A ResNet ensemble with varying kernel sizes

\’ \’ J

-| -| P(a), P(a), P(a),

" 0 ~ ' n

v v P@ = ._1P(Z>i @ = 05

Predicted n |1| = Vos \L
Status
1 CAM(l)
; 1 .
AM®@

1=0.75 o A I C N ﬂ

I CAM™ A/L J\

Average

/
!
] cAME™ A A <«




Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

Considers the shape of the input aggregated
signal!

! (ens) «—
LCAMTZ A A

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

ResNet 1 ResNet 2 e ResNetn
\P(ah P(a), P(a),
Y n
P .
P(a)ens = (:ll)l pr(a)ens > 0.5
i=1 Yes \L

TCAM®

Average
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

Considers the shape of the input aggregated
signal!

Predicted
Stetus ﬂ ﬂ
0

Sigmoid
0
Point-Wise ®
1 (ens) f <«
OI CAMg "~ N

A ResNet ensemble with varying kernel sizes

Trained ResNet Ensemble

ResNet1  ResNet 2 e ResNetn
\P(ah P(a), P(a),
' n
P(a):
P(a)ens = (:ll)l If P(a)ens > 0.5
=t Yes \L

TCAM®

Average
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Proposed Approach: CamAL

Il. Contribution 2/3 : Appliance Pattern Localization

Improving CAM for Appliance Localization

Considers the shape of the input aggregated A ResNet ensemble with varying kernel sizes
signal!
Trained ResNet Ensemble
%ML — ResNet 1 ResNet 2 ResNetn
Y SR, S WO ¥ |
\ v \
| |  P@n P(a); e P(@)y
" A he = P(a),
i v i v P(a)ons = L If P(@)ens > 0.5
Predicted n ” Yes $
Status CAM(l)
/I\ 1
OI i Jj\a A
Sigmoid CAM®@
1 | o A
Point-Wise ® T CAM™M
/I\ 0:[ A/\L J\

Average

! (ens) <«
L cam™™




Results: Accuracy

Il. Contribution 2/3 : Appliance Pattern Localization

How does CamAL perform compared to strongly-supervised
baselines?

Survey
CamAL :
0.5 ;m/ (ours) Weakly supervised One label per dat-a.Ils.et
0.4 D 5200x less labels - CamAL > household HH
4= «weak label »
o 2 9% better (same accuracy) CRNN Weak )
- i By
[ 9 0.3= [(same nb. of labels) N
s N Strongly supervised
o T 0.2- TPNILM
2 CRNN .
0.1- > One label per timestamp
n y Unet-NILM « strong label »
0o- .’ @~ TransNILM
[ [ [ [ ¥ =
1000 10k 100k 1M -®- BiGRU @J 3 “ “

Number of labels used for training (log scale)

69



Results: Label Costs Comparison

Il. Contribution 2/3 : Appliance Pattern Localization

How do label-collection costs vary between approaches? [ dolars§ [ gCO2 (o)

'% 203 |
o @ Costfor training
Costfor training % 205 strongly supervised
CamAL 5 NILM methods
= 07 ]
| |
Survey One label per: Household Timestamp
dataset A R . .
Asking customers to P Seeeo Instrumenting households with
Y fitt out a questionnaire = dedicated submeters per appliance
o Hj e

Reduce collection cost(gCO2 and cash) by upto 2 magnitude orders/!
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Problem

Il. Contribution 2/3 : Appliance Pattern Localization

Can we tackle the Appliance Pattern Localization problem
using minimal supervision?

Challenge Solution

Aggregate electricity consumption series

v' CamAL (Class Activation Map based Appliance

One label per time series . .
and per appliance Local|zat|0n)
M Ty 0

Power (W)

(Problem 2)I | (Problem 1) . . .
Per-timestamp Appliance Localization Appliance Detection > Comblne explalnable AI Wlth Weak labels tO taCkle
e appliance-pattern localization
C e =1 Microwave: No
& cishwasher ! Dishwasher:  No > Achieve near-strongly supervised method’s
11 Kettle 71y Kettle: Yes . . o o
: accuracy while drastically reducing labeling costs
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1.

Il.Contributions

3. Energy Disaggregation

9—@
WANTED

@ [

Appliance Detection - Time Series Classification
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Background: EDF’s monitoring solution (Mon Suivi Conso)

Il. Contribution 3/3 : Appliance Consumption Feedback

EDF’s Appliance-Level Feedback Solution

»~~ 2015 - Launch of Mon Suivi Conso (web + app)

‘* 2018 - Annual appliances estimate using a semi-
supervised statistics approach!’]

sl 2023 - Deep-Learning based approach = monthly
estimation reduced errorby =~ —70 %

Room for improvement: Monthly estimation is still coarse,
and users recently requested daily appliance-level insights a
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Background: SotA NILM Approaches

Il. Contribution 3/3 : Appliance Consumption Feedback

Energy Disaggregation

g ° Current SotA methods are based on deep-learning
o

Operates on subsequences of an entire electricity consumption
series
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Background: SotA NILM Approaches

Il. Contribution 3/3 : Appliance Consumption Feedback

Energy Disaggregation

g o Current SotA methods are based on deep-learning
o

Operates on subsequences of an entire electricity consumption

series

The Sequence-To-Sequence paradigm

1233)

il Heater

Sequence-To-Sequence
Deep Learning Model

® %

Household
smart meter

T

Ny

%m

‘.\((\ev
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Problem

Il. Contribution 3/3 : Appliance Consumption Feedback

Non-Stationarity Aspect of Electricity Consumption Data

JU_M NN

®%e
Household
smart meter

Kk

" 2

o_\[\)whmé
| N I I S

o = N W A~ o
| I |

Accounting for non-stationarity in deep learning significantly improves
time series forecasting accuracy ! [':2
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Problem

Il. Contribution 3/3 : Appliance Consumption Feedback

How to provide detailed and accurate fine-grained
appliance consumption feedbackto customers?

Challenges

1. Considering non-stationary
Mitigating the data drift within each
subsequence

2. Delivering granular, actionable feedback to
customers

Per-timestamp, daily, weekly and monthly
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Problem

Il. Contribution 3/3 : Appliance Consumption Feedback

How to provide detailed and accurate fine-grained
appliance consumption feedbackto customers?

Challenges Solutions
1. Considering non-stationary v" NILMFormer
Mitigating the data drift within each
subsequence
2. Delivering granular, actionable feedback to v' Deployment in “Mon Suivi Conso”
customers

Per-timestamp, daily, weekly and monthly

N
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

How to mitigate the subsequence data drift aspect?

Entire aggregate consumption series
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

How to mitigate the subsequence data drift aspect?

Input aggregate subsequence

Power value

z-normalization

d

U o

Mean  Std Normalized consumption

values

f/\/\\« 2. Shape

1. Intrinsic statistics

~Z 2 Timestamps

s Wed Sep17th 3.30pm

Minutes
Hours
Day of week
Month

A : : :
3. Timestamps information
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

//\/\\A 2. Shape

3. Timestamps information

u o
Mean Std /«A)W'\_ (Y Ay 'y T

X 2 % ¢ s,

z-normalization ,

4 Subsequence’s
o discrete
Power values timestamps
X ”
{0 Z; 3

Input aggregate subsequence
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

f/\/\\A 2. Shape

3. Timestamps information

] a
4
Linear

4
U o

Mean Std Y N I e )

X ”

z-normalization

4
e D e

Power values

X

Subsequence’s

timestamps

I I
% %
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

/./\Ao\,\ 2. Shape

3. Timestamps information

[ 000..000 ¢
4 4

Linear Embedding Block

4 4
U o

Mean Std O] U Yo )

X ”

z-normalization

)
Y I g yee

Power values

X

Subsequence’s

timestamps

I I
% %
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

f/\/\\A 2. Shape

3. Timestamps information

d
d
[ a 0od..0004-4 :
4 4
Linear Embedding Block TimeRPE
4 7} 4
U o
Mean St mmeobededs FTITTT
% o p 0 <% 7
z-normalization
4 Subsequence’s
SO R g Wy discrete
Power values timestamps
L3 ”
%JLA\/J—/\,JJ\—'L

1 I I
4 s, 84



Proposed Approach: NILMFormer

Input aggregate subsequence

NILMForn Powervalues & A n N

: Appliance Consumption Feedback

Non-Intrus Timestamps ¢, t; t,
v i
minutes . o
l. Distinct ¢ m e(059) Mo Th n
hours
oo i €{0.23} ho h; h,,
= days
T die{06) do  d; d,
O months
fA/\\“ S mepiy Mo M ‘ M,
©
g Tsin(m;) =
|5 Teosmd = ANVVVWVWVAVAN
g Tsin(hi)=
RO T VAVAVAVAVAVAVAVAVAVAVA
)
% Tsin(di)=
o Teos(di) = \/\/W
g Tsin(M;) = \—/'_'_,_,_:—'_'_'_'_'___“_‘_
= Toos(M;) = _,_,_:—'—'_'_'_——_'_'_‘—‘—_\_\_\_‘_

\
[ ConviDk =1 ]

v

d
IE 000..000 & _ooo g
4 4 4
Linear Embedding Block TimeRPE
4 4 4
u o
Mean Std 0 e AT ; e" }
K . . 0 7 7
z-normalizatio
4 Subsequence’s
discrete
______ ower values timestamps
L3 b
5 < 5 85



Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

f,\/\\A 2. Shape

3. Timestamps information

d
d
[ a 0od..0004-4 :
4 4
Linear Embedding Block TimeRPE
4 7} 4
U o
Mean St mmeobededs FTITTT
% o p 0 <% 7
z-normalization
4 Subsequence’s
SO R g Wy discrete
Power values timestamps
L3 ”
%J\_J\VJ—'\,J—A—‘L

I I I
% ¢ 5 86



Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

/A/\\,\ 2. Shape

3. Timestamps information

Il. Embedding parts concatenation

Transformer Block

* Pl
- [l00o--0o0 «
Concatenation
I:I d t d d
000..000 ¢4 -
4 4
Linear Embedding Block TimeRPE
4 4 A
u o
Mean  Std Y N I e ) b 1
K . . ’ 0 v 7
z-normalization ,
4 Subsequence’s
o discrete
Power values timestamps
X ”
" I TN yee )

I I I
% ¢ 5 87



Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring

I. Distinct encoding modules (tokenization)

1. Intrinsic statistics

/A/\\,\ 2. Shape

3. Timestamps information

Il. Embedding parts concatenation

lll. Subsequence’s individual appliance power
and statistics prediction

Proj(u)  Proj(a?)
4 4

Linear Head

NOOD, 000 «

Transformer Block

A

* P
, *[ood.-00d &
Concatenation
I:I d t d d
Oo0..000 e .
4 4
Linear Embedding Block TimeRPE
4 A 4
u o
Mean  Std Y N I e ) b 1
z-normalization Subsequence’s
W discrete
Power values timestamps
X ) |
" I TN yee )

I I I
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Proposed Approach: NILMFormer

Il. Contribution 3/3 : Appliance Consumption Feedback

Predicted appliance power

NILMFormer: A Non-Stationarity Aware Transformer for

Non-Intrusive Load Monitoring s denorhi
[ > e-norm:\llzatlon
| -
l. Distinct encoding modules (tokenization) Proj) *PrOJ(U ) R
Linear Head
1. Intrinsic statistics + N t
d
100 00
/’\A’\« 2. Shape Transformer Block
4
"D . , , ‘ |:||:||:||:| OO <
3. Timestamps information r > ugoo-ooo «
~ Concatenation
4 ] d
] a 000..000¢-5 ooo. o004
4 4 4
Il. Embedding parts concatenation '-i”far SRR Eloel TimiRPE
4
u o
. . . M Std M_Vﬂ_n o T 1
Ill. Subsequence’s individual appliance power M I P Z
o z-normalization ,
and statistics prediction 4 Subj;equetnces
MJ\\_’W . IScrete
Powervkalues timestamps
. b
IV. Output de-normalization eh o o)
% ¢ 3
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Results: Per-timestamp Energy Disaggregation

Il. Contribution 3/3 : Appliance Consumption Feedback

Performance comparison with 10 SotA NILM baselines

Avg. rank on two metrics

11 10 9 8 7 6 5 4 3 2 1
L 1 1 1 P T T I R B

0.44oo| LE26ANIT MEMArer 1
DAReeNet JaoorToariat Averaged results over 4 datasets and
. 8.2000 3.6533 . o .
o s YT 14 appliances disaggregation
6.9600 4.6933 .
UNet NF”(El\I\’I‘ 900 Energformer scenarios
ﬁ
better
® Household meter reading === True appliance power Models prediction
NILMFormer BERT4NILM STNILM BiGRU Energformer NILMFormer BERT4NILM STNILM BiGRU Energformer

S [N

o 5585 5
) ] A

0. o\ _J* o “h IWAN J L‘“’"f\ SSWA "““"h ¢ , Tkime . k—J Time Time LTime l L_] lTime

Time Time

(LN
Ve f Pl ,\N] ﬂ
s =3 H

) e L e ) e R A -

@ Time' Time == Time Time ; Tiﬁe = o - h ‘Time — Time - Time - LJ' Time J JL Time

Public benchmark EDF data 90



Results: Per-timestamp Energy Disaggregation

Il. Contribution 3/3 : Appliance Consumption Feedback

Effects of proposed Non-Stationary Mechanisms

on NILMFormer Performance

Avg. rank on two metrics

5 4 3 2 1
] ) ] ) ]

L \ I
w/ ReVINd [ W/ TokenStats
None = 71 and w/ ProjStats
3.43
w/ ProjStats 53 — w/ TokenStats
ﬁ
better

Averaged results over 4 datasets and
14 appliances disaggregation scenarios

ProjStat

TokenStats

Proj(u) Proj(o?)

(7]

Predicted appliance power

4

de-normalization

( ’ A

4 4
Linear Head
A *
KO0D-.000 «
4
Transformer Block
* P
, *no0--000 e
Concatenation
I:I d t d d
! 000,000« :
Linear Embedding Block TimeRPE
4 A A
u o
Mean  Std et A T T
% A % & S,
z-normalization Subsequence’s
W discrete
Power values timestamps
X ”
o I (TN e s

I I I
% ¢ 5 o1



Results: Per-timestamp Energy Disaggregation

Il. Contribution 3/3 : Appliance Consumption Feedback

Predicted appliance power

Effects of proposed Non-Stationary Mechanisms

4
on NILMFormer Performance e f _________ — de-normflization
1 1
i 5 Proj() Proj(c?) i
i D w 4 i 4
i 9 Linear ! Head
: & 4 : 4
Avg. rank on two metrics R MR ND D D D DD 4
A SRR B SR *
w/ ReVINd . ' ' [ W/ TokenStats Transformer Block
None - ""and w/ ProjStats 4
___________________ 343 R —— R <
| w/ ProjStatsiz LW/ TokenStats [ - [l00o--0o0 «
=== mmm e e . Concatenation
! % ! t d d
better i e ¢+ pgoo.oooe-d d
P 2 3 ! 4 * 4
1
i % Linear i Embedding Block TimeRPE
1
Averaged results over 4 datasets and L 7 T 4 4
14 appliances disaggregation scenarios Mean  Std O] U Yo ) I 1
X z-normalization ” OS I; , ”
* u sgquences
VST I W discrete
Power values timestamps
L ”
" I TN yee )

I I I
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Deployed Solution: NILMFormer for Appliance Consumption Feedback

Il. Contribution 3/3 : Appliance Consumption Feedback

A Straightforward Framework for Per-Period Energy Estimation

1. Slicing in subsequences 2. Per-subsequences
disaggregation
Tumbling windows (length w)
— I I
ﬁ NILMFormer L
- trained for -,
Aggregate electricity consumption for a a= ______;_LL____

household over a one-month period

Feedback:
% of electricity - 0oL h__.
consumed per month

Individual appliance consumption

4. Per-period appliance consumption feedback 3.Concatenation
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Deployed Solution: NILMFormer for Detailed Appliance Feedback

Il. Contribution 3/3 : Appliance Consumption Feedback

Performance Benchmark Against TSER State-of-the-Art (EDF’s Investigated Solution for Mon Suivi Conso)

Daily Power Appliance Estimation
o0~
40 -

30-

MAE (kW)

better
h

D o 1555 _ =
T wit @3

Achieves up to 52% lower error
than the 2"9-best baseline(XGBoost)

o1y EV

Water Heater iiir Heater

Monthly Power Appliance Estimation

1200 - 3 xgboost
1000~ = Rocket
800~ — ConvNet
600-
B ResNet
400-

= Inception

200- L L
0 s | = S ———

o 553 _
= i 5

Achieves up to 151% lower error
than the 2"d-best baseline (Inception)

@3 Heatpump White Appliances 94



Deployed Solution: NILMFormer for Detailed Appliance Feedback

Il. Contribution 3/3 : Appliance Consumption Feedback

Deployment of NILMFormer in Mon Suivi Conso

— Electricity consumption feedback @

* Already deployed in two EDF subsidiaries:
Electricité de Strasbourg and EDF Solutions Solaires

* Progressive rollout underway for the entire EDF | 435 kWh
monthly electricity

customer base (4M users) | consumption

in januar y 2025

 Capable of processing the full EDF database in 11h

47% of your total electricity
consumption




Problem

Il. Contribution 3/3 : Appliance Consumption Feedback

How to provide detailed and accurate fine-grained
appliance consumption feedbackto customers?

Challenges Solutions
1. Considering non-stationary v" NILMFormer
Mitigating the data drift within each » Effectively takes into account the non-
subsequence stationarity aspect of the data
2. Delivering granular, actionable feedback to v' Deployment in Mon Suivi Conso
customers » Backbone algorithm for appliance feedback
Per-timestamp, daily, weekly and monthly » Fine grain delivering insights
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lll. Conclusions

1. Appliance Detection

NG
oYY,

13 ] ) Ee 1=
it AT @J Q

2. Appliance Pattern Localization

9—@
WANFED

©, ©

v
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Conclusions

Ill. Conclusions

Can we extract relevant informationfrom electricity consumption time
series collected by common smart meterat a very low frequency”?
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Conclusions

Ill. Conclusions

Can we extract relevant information from electricity consumption time
series collected by common smart meterat a very low frequency?

Yes
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Conclusions

Ill. Conclusions

Can we extract relevant information from electricity consumption time
series collected by common smart meterat a very low frequency?

Yes
Contributions
-------- ADF&TransApp 1+ camAL NILMFormer
for for for

Appliance Detection in
Consumer Household

Weakly Supervised Appliance
Pattern Localization

Energy Disaggregation and Detailed
Appliance Consumption Feedback

PVLDB, 2024
ACM e-Energy, 2023

ICDE, 2025

KDD, 2025
(2 papers)
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Open Research Directions

Ill. Conclusions

Toward General-Purpose Foundation Models for Electricity Consumption

Analytics
Ao
o ©
TR
/\_
e
8 o
= o
T
A T ———
RN S S
S ® P

Percentage of data used
for pretraining

Pretext tasks and large-scale data
significantly improve TransApp’s
appliance detection accuracy

p Appliance Detection =
, D
) J NILM & .
Foundation ' —

Model ¢-—> Forecasting[']
(pretrained on large \}\
amount of data)  \» . == —
N\  Clustering P 1 T

\\ I

* |Integration of exogenous variables (e.g., temperature, contractual metadata) into the learning process
* Model architecture resilient to heterogeneous sampling frequencies!?
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